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Abst r act
The decision about how to handle their end-of-life products is a
strategic issue of nmajor inportance for nmany firns. However,

i naccurate denmand forecasts along with the unknown usage period and
reusability of a product nmake capacity planning in the reverse channel
of a closed-loop supply chain (CLSC) a difficult task to acconplish.
This paper studies the efficiency of a System Dynanmics (SD) nodel,
proposed by Georgiadis et al. (2006), in tracking near-optinal
capacity planning policies for the collection and renmanufacturing
activities in a single product CLSC under various non-standard
lifecycle patterns. W take into consideration the duration of the
products’ usage period, the percentage of collected products rejected
for reuse after inspection, and specific lifecycle patterns that
differ substantially from the standard growth—maturity-decline
lifecycle pattern. The analysis of variance (ANOVA) of the results
obtained from 648 such case-studies reveals the dependence of the
near-optimal capacity planning policies to these factors. A very
appealing feature stemming from the results is that the near-optinal
capacity planning policies lie in a short range for alnost all the
exam ned cases. The results also verify a positive property of the
proposed nodel about the robustness of the near-optimal capacity
pl anni ng policies to noderate changes in actual total denmand.

Keywor ds: C osed-1oop  supply chai n, Remanuf act uri ng, Capacity
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| nt roduction

Reverse channels of closed-loop supply chains (CLSCs) are strongly
characterized by uncertainties; the unknown demand pattern and the

variability of a product’s usage period along with the unknown
reusability of the returned products, render the capacity planning for

remanufacturing a challenging procedure. Mor eover, a capacity
alteration decision is associated with inportant questions such as
“when”, “where” and “how nuch” to expand/contract. Additional critical

capacity planning issues include the volune and timng of returns
whi ch can be reused to satisfy new demand, owing to the dependence of
their reusable part on both the denmand and sal es patterns.
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In literature, the desired remanufacturing capacity levels are mainly
determined indirectly, wthout considering any endogenous restrictions
or adaptation nmechanisnms. Aksoy and Qupta (2001) consider the
remanufacturing capacity through the variation of the remanufacturing
rate of a flow shop system which is depended on the service rate, the
breakdown and repair rate of the returned products and the buffer
capacity of each station. Kekre et al. (2003) naxim ze the effective
t hroughput of a remanufacturing system considering sinultaneous |ine
bal ancing and line length (nunber of production stations). Franke et
al. (2006) present the case of nobile phones remanufacturing where the
capacity planning in remanufacturing activities is exam ned using an
endogenous continuous adaptation process. An endogenous process is
also examned by Debo et al. (2006) for the study of diffusion of
remanuf actured products; the authors assunme substitution between new
and renmanufactured products and study the optimal production and
remanufacturing capacity |evels. O her studies investigate the
capacity planning of recovery and renanufacturing considering

| ocati on-all ocation nodel i ng  approaches; vari ous net hodol ogi ca
approaches have been applied such as steady-state simulation nodeling
(Schul tmann et al., 2003) and nonlinear m xed-integer programmng (Mn

et al., 2006; Lieckens and Vandael e, 2006).

The dynam c change of demand and of wused product returns strongly
characterize the CLSCs; therefore, capacity planning in CLSCs involves
conplex nodels in order to handle first, the large nunber of state
vari abl es and second, the cost structure. System Dynam cs (SD) theory
provides a sinple and flexible nodeling and simulation franework in
adjusting the actual levels of capacity to the desired values using
feedback nechanisns. The SD nethodol ogical approach in capacity
pl anning issues of reverse logistics networks was firstly introduced
by Sterman (2000) who presents the case of a pulp and paper industry

Georgiadis et al. (2003) introduce systematically the use of SD
net hodology in the analysis of CLSCs; they use a set of level of
remanufacturing and collection capacities to study the effect of
environnental issues on reverse channel’s activities. Vlachos et al.
(2007) study capacity expansion policies in the reverse channel of a
CLSC with remanufacturing activities assunmng stationary denand.

Georgiadis et al. (2006) develop a SD nodel for a single product CLSC
with remanufacturing. They analyze the capacity planning policies both
for collection and remanufacturing activities in the reverse channel,
assuming that demand may follow different but standard Iifecycle
patterns consisted of the typical introduction, growth, maturity and
decline stages. Specifically, they investigate how the lifecycle and
return patterns of a product affect the near-optinmal capacity policies
regardi ng expansion and contraction of collection and remanufacturing
capacities. The SD nodel includes an endogenous process for capacity
pl anning which assunmes nonlinear expansion costs; the capacity
pl anni ng policies depend first, on econonies scale and second, on both
the vol ume of product returns and the quality of the used products.

This paper takes the last research further by studying the efficiency
of the proposed capacity planning nethodology in the reverse channel
of a CLSC under lifecycles that differ substantially fromthe standard

growt h—-maturity-decline pattern. In our study we further take into
consi deration the products’ wusage period and the percentage of
collected products rejected for reuse after i nspecti on. Qur
contribution lies in the investigation of how an unpredictable

lifecycle pattern and its consequences on product returns affect the
near-opti mal expansi on and contraction capacity planning policies for
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the collection and remanufacturing activities. The system s response
is studied throughout the product l|ifecycle, according to a residence
tinme (usage period) distribution. Using the nodel in conjunction with
an optimumseeking grid procedure, we determ ne near-optinal capacity
policies; as optimzation criterion we enploy the net present val ue of
total supply chain profit for a long-term planning horizon

The system under study
A sinplified description

Figure 1 shows the CLSC under study in a sinplified version. The
actors involved in the forward channel are the producer and the
distributor, while in the reverse channel are the collector and the
remanufacturer. The forward channel conprises two echelons; the
Serviceable Inventory and the Distributor’s Inventory. The reverse
channel starts at the end of the products’ usage period and conprises
also two echelons: Collected Products and Reusable Products. At the
end of their usage period, the Used Products are either uncontrollably
di sposed of or <collected and inspected for possible reuse. The
i nspection operations (just after collection) separate the part of
returns that can be remanufactured into “as-good-as-new’ products. The
used products accepted for renmanufacturing are directed to the
remanufacturing facilities while the rejected products enter the
reverse channel of other |ogistics networks (e.g. B class products) or
they are disposed of controllably. To prevent econon ¢ obsol escence
(Quide et al., 2006) or endless accunulation of reusable products, if
a stock remains unused for nore than Reusable Stock Keeping Time it is
then directed to the reverse channel of other logistics networks (e.g.
refurbi shing). The reusable products after a renmanufacturing process
turn into remanufactured products. W assume that remanufacturing
produces “as-good-as-new’ products that conserve their original
identity by carrying out the necessary disassenbly, overhaul and
repl acenent operations; the demand can therefore be satisfied by any
m x of original or renmanufactured products. Copiers (Krikke et al.,
1999), toner cartridges (G nsburg, 2001), single use caneras
(ww. kodak. com) are representative exanples that fit the above
description. The loop closes through the flow of renmanufactured
products to the serviceable inventory. Inventories are nmanaged by
neans of a conbined “pul | -push” policy. A “pull” policy is adopted in
the forward channel to nmamintain better stock control, while a “push”
policy is adopted in the reverse channel first to express, indirectly,
the pressure of legislation on nanufacturers for end-of-life-products
nmanagenent and the pressure to reduce the used product flows going
into landfills and second to satisfy nore demand with less costly
remanuf act ured products.
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Figure 1. The system under study (sinplified)

Generic stock and flow di agram of the two-product nodel

Figure 2 illustrates the generic stock and flow diagram (Sternan,
2000) of the CLSC under study. According to SD mapping notation,
stocks are represented by rectangles and inflows/outflows by arrows
pointing into/out of the stocks. Valves (X) control the flows,
dependi ng on decision rules and nechani sns. Causal |inks (-) represent
causal influences anong variables; the direction and polarity (“+" or
“-"y of a causal link explains the respective effect. Variables
expressing forecasts are shown in small italics while paraneters are
in small plain letters. In this study, rules controlling the flows are
indicated in ellipses. The control rules of Production Rate and
Distributor’s Oders are based on the structure suggested by Sterman
(1989) and are presented analytically in Georgiadis et al. (2006).

In the forward channel, Production Rate of new products using Raw
Materials, along wth Remanufacturing Rate of Reusable Products
increase Serviceable Inventory which is depleted by Shipnents to
Distributor. Shipnments to Distributor deplete his Oders Backlog and
increase Distributor’'s Inventory, which is in turns depleted by Sales
to satisfy Demand for Products. W assune that all wunsatisfied
distributor’'s orders (Orders Backlog) and demand (Denmand Backl og) are
backl ogged and satisfied in a subsequent period.

The rest of the stock and flow diagramis described in the follow ng
three subsections. Specifically, in the next subsection we develop a
net hodol ogy used to produce the different product |ifecycle patterns
taken into consideration in this study. The lifecycle and product
characteristics used in this process are presented in subsection 2.4,
while in subsection 2.5 we present the evolution over tine of stocks
and used products flows in the reverse channel of the CLSC.
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Figure 2: Stock and flow di agram of the two-product nodel.
Design of different product |ifecycles

In order for our results to be conparable, we develop a nethodol ogy
that produces different lifecycle patterns that do not follow the
standard growth-maturity-decline form but also have a specific link
between them |In short, we produce a non-standard |ifecycle pattern by
adding the denmand of two identical standard lifecycle patterns but
with a differentiation in their timng, stemming from the variable
Timng Points. Specifically, we consider six different Timng Points
for the initiation of the second standard |ifecycle pattern during the
first one. As shown in Figure 3, these Timng Points are the mddle
and the end point of the growmh stage of the first lifecycle pattern
(Timing Point “a” and “b” respectively), the nmddle point of the
maturity stage (Timng Point “c”), and the beginning, the mddle and
the end point of the decline stage (Timng Point “d’, “e” and “f”
respectively). The two identical standard lifecycle patterns used in
this procedure are generated by taking into consideration specific
lifecycle characteristics (always the sane between the two standard
product |ifecycles) presented in the follow ng section.
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Figure 3: Alternative Timng Points for the second lifecycle pattern.
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The summation of the two identical standard |lifecycle patterns subject
to the six alternative Timng Points “a” to “f” gives the general form
of the different Lifecycle Patterns “a” to “f” respectively, as shown
in Figure 4. These general forms of the Lifecycle Pattern are used in
our study as the alternative demand patterns of the single existing
product. However, since the two identical standard |ifecycle patterns
depend on the product |lifecycle considerations (discussed in the
following section), the in particular form of a Lifecycle Pattern
further depends on the values of the product-lifecycle considerations
that formthe two standard |ifecycle patterns.
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Figure 4: Lifecycle Patterns under study
Li fecycl e and product characteristics

To formthe in particular pattern of the two standard |ifecycles, we
use the Ilifecycle characteristics introduced by GCeorgiadis et al.
(2006): the lifecycle length (Lifecycle), the length of the maturity
stage in a Lifecycle (Pattern) and the naxi mum demand val ue during the
Li fecycl e (Peak Denand). The usage period is taken into consideration
by the deviation of residence tine with Lifecycle (Residence I|ndex).
The quality level of product returns is described by Failure
Percentage, which is the percentage of collected products rejected for
reuse. The two standard lifecycle patterns used to formthe Lifecycle
Pattern of each case are considered to be exactly the sane inter se.

St ocks and used product flows in the reverse channe

Sal es (see Figure 2) is given by equation 1:
nmingDistributor's Inventory, Demand Backl og)y

Delivery Tine
where, Distributor’s Inventory and Denand Backl og are given by:
d(Distributor’s Inventory)/dt= (Shipments to Distributor) — (Sales) (2)
d( Demand Backl og)/dt= (Product Dermand) - (Sal es) (3)
Sol d products after a Residence Tinme turn into Used Products. Figure 5
shows the dynami cs of Total Denand, Sales and Used Products of a case.

(1)

Sal es=
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Figure 5: Dynamics of Total Demand, Sales and Used Products
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The flows of product returns in the reverse channel depend on used
products’ pattern, the quality level of returns and the adequacy of
col l ection and renmanufacturing capacities. As shown in Figure 2, Used
Products are either collected (Collection Rate) adding to Collected
Products, or disposed of uncontrollably (Uncontrollably D sposed
Products). According to Failure Percentage, Collected Products are
ei ther accepted for remanufacturing thus increasing Reusable Products,
or rejected and are controllably disposed of (D sposed Products).
Reusabl e Products are decreased both by Remanufacturing Rate and by
Controllable D sposal; the last rate is activated only if a reusable
product remains unused for nore than Reusable Stock Keeping Tine.
Collection Rate is restricted by Collection Capacity while
Remanufacturing Rate is restricted by Remanufacturing Capacity.
Capacity policies include both expansi on and contracti on decisions for
the collection and remanufacturing capacities. W consider the sane
nodel i ng approach presented analytically in Georgiadis et al. (2006).
In brief, the rates of collection capacity expansion (CC Expansion
Rate) and contraction (CC Contraction Rate) depend on the discrepancy
(CC Discrepancy) between Collection Capacity and its desired |evel
(Desired CC), arising as an exponential snoothing of Used Products. CC
Expansi on/ Contraction Rate is proportional to CC D screpancy;
specifically, CC Discrepancy is multiplied by the capacity planning
control parameters Kc; (for expansion) and Kc, (for contraction),
defining the magnitude of each decision. The values of Kc; characterize
the collection capacity planning policies that can either be trailing
(Kcj<1l), matching (Kc;=1) or leading (Kcj>1). To capture the needed
| ead-tine between a decision and its realization, the nodel uses the
vari abl es CC Adding Rate and CC Depleting Rate which are the del ayed
values of CC Expansion Rate and CC Contraction Rate respectively.
Col l ection Capacity is therefore defined as by the foll owi ng equation:

d(Col | ection Capacity)/dt= (CC Adding Rate) — (CC Depleting Rate) (4)
Simlar nodeling approach is applied for Remanufacturing Capacity; the
only difference is that its desired level arises as an exponenti al
smoothing of Sales nmnultiplied by [1-(Failure Percentage)]. Thus,
Kci/ Kc, (for collection capacity expansion/contraction) and Kri/ Kr, (for
remanufacturing capacity expansion/contraction) are the capacity
pl anning control paranmeters (Ki;) that fully describe the capacity
policies. Figure 6 depicts the evolution over tinme of Sales, Used
Products, Collection Rate and Renmanufacturing Rate for the case of
Figure 5; Figure 6a corresponds to aggressive capacity planning
policies while Figure 6b corresponds to | ess aggressive ones.
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Figure 6: Dynam cs of Collection and Remanufacturing Rate.
Nunerical investigation and di scussion
Experi mental design

In this study we focus on the lifecycle and product characteristics’
effect on the optimal capacity planning policies. Qur research studies
a full factorial experinent of the following six control factors:
Lifecycle Pattern, Lifecycle, Pattern, Peak Demand, Residence |ndex,
and Failure Percentage. In order for our results to be conparable with
those of Georgiadis et al. (2006) we use the sanme sets of level for
the control factors, shown in Table 1. The three Patterns nentioned in
Table 1 are generated by the different length of the maturity stage

as illustrated in Figure 7. The remaining values of the nodel
paraneters are set equal to those given in Georgiadis et al. (2006).
Al possible conbinations of these control factors are 22*3%*6=648,
giving a total of 648 experinental runs. In each conbination, we track
the near optinmal val ues of Kcy, Kcp Krip and Kro.

Table 1: Control factors and sets of |evel

Control factors Sets of Level

Lifecycle Pattern a | b [ c [ d e [ f
Li fecycl e (weeks) 250 (Medium 500 (Long)
Pattern (see Figure 7) Pattern 1 Pattern 2 Pattern 3
Peak Demand (units/week) 500 (Lo 1,000 (Mediun) 1, 500 (High)
Resi dence | ndex 0.2 (Lo 0.35 (Medi um) 0.5 (Hi gh)
Fai | ure Percent age 0.2 (Lo 0.4 (Medium

II!E [ 111 gII! [ 11 ] [ 11 ] [11] [T1] jj!, (111
Figure 7. Different Patterns of a lifecycle

Experinmental results and ANOVA

The ranges of the near optinmal Ki;’s for each case are illustrated in
Table 2 in twelve different cases of 54 experinments. Each case is
represented as |, j, where i (i=a...f) indicates the Lifecycle Pattern

and j (j=0.2, 0.4) indicates the value of Failure Percentage.

Tabl e 2: Optinal val ue ranges of capacity planning control paranmeters

Case Capacity Pl anning Control Paraneter
Kc, Kc, Kry Krop
I nsensitive No systematic behavior
la0.2 17.8-23.2 3 experiments? /Kc,=3.2 29.0-31.8 (<6.0 or insensitive®)
Insensitive'” No systematic behavi or
la 0.4 17.6-22.2 3 experinments‘? /Kc,=2.0 22.4-24.0 (<6.0 or insensitive®)
I o2 17.2-20.0 I'nsensitive™ 27.0-32.8 No systematic behavior
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3 experinments™ [Kc,=1.6 (<6.0 or insensitive™)
Insensitive™ - -
I ma 17.2-20.0 3 experinents® /Ke,=2.0 20. 4-24. 4 No systematic behavior
. 3 experiment s /Kool 4 (<6.0 or insensitive'”)
13.2-14.8 Insensitive™ 21.0-21.8 } -
I o2 and 3 experinments® /Kc,=1.8 and (I\fe salsotrerzantslecnst?etr:eilv;(%r)
17.8-19.6 3 experiments® /Kc,=1.2 25.0-32.4 :
Insensitive™ 10.6-12.0 } -
I ¢oa 15.2-20. 6 3 experinments‘® /Kc,=1.0 and No systematic behaw(%r
3 experinents®® /Kcp=1.0 15.8-22.2 (<6.0 or insensitive™)
. S (D) : No systematic behavior
ldg02 19.0-22. 4 Insensitive 15.0-17.2 (<6.0 or insensitive(‘”)
- S (D) . No systematic behavior
ldg0.4 19.0-22. 4 Insensitive 10.8-12.8 (<6.0 or insensitive(‘”)
j S (D) : No systematic behavior
leo2 18.8-22.6 Insensitive 15.2-17.8 (<6.0 or insensitive(‘”)
j S (D) . No systematic behavior
leoa 18.6-22.8 Insensitive 11.4-12.8 (<6.0 or insensitive(‘”)
- S (D) . No systematic behavior
It 0.2 19.0-22.2 Insensitive 14.8-17.2 (<6.0 or insensitive(‘”)
j S (D) } No systematic behavior
It 0.4 18.8-22.2 Insensitive 11.6-12.8 (<6.0 or insensitive(‘”)

UDifferent values of Kc, affect the Total Supply Chain Profit less than 1%

@ Lifecycl e=250 weeks, Pattern 3, Residence Index=0.2, Peak Demand=500 or 1,000 or 1,500
uni t s/ week

()i fecycl e=500 weeks, Pattern 3, Residence |ndex=0.2, Peak Demand=500 or 1,000 or 1,500
uni t s/ week

(YDifferent values of Kr, affect the Total Supply Chain Profit less than 2%

In order to exanmine the sensitivity of the near-optiml values of Kcy,
Kcy, Kri, and Kr, to the six control factors, we use the Analysis of
Variance (ANOVA). Table 3 illustrates the results of ANOVA for the
dependence of the response variables to the control factors, up to
third order interactions. The p-value colum shows the probability of
nmaking error if the null hypothesis (the control factor affects the
response variable) is accepted (type Il error). The partial Eta-
squared columm (PES) shows the magnitude of the effect of each control
factor on the response variables (always between 0 and 1); the higher
the PES value of a control factor, the higher the nagnitude of its
effect on the response variable. For brevity, we depict only the
second and third order interactions that have PES val ue above 0. 30.

Table 3: Effects of the control factors on the response vari abl es

Response Vari abl e Kc1 Kc, Kr 1 Kr,
Control Factors and their Interactions p- val ue| PES |p-val ue| PES |p-val ue| PES |p-val ue| PES
Lifecycle Pattern .000 |[.826] .000 |[.390| .000 |.982| .000 |.132
Lifecycle .077 |.008| .365 |.002| .252 |.003| .000 |.686
Pattern .000 |[.680| .000 |.510| .000 |.312| .000 |.887
Resi dence I ndex (RI) .000 [.137] .000 |.510| .020 |.019| .002 |.030
Peak Demand 1.00 |.000| 1.00 |.000| 1.00 |[.000| 1.00 |[.000
Fai | ure Percent age .000 |[.038] .037 |.011| .000 |.945| .000 |.328
Li fecycle* Pattern .000 |[.139] .440 |.004| .000 |.093| .000 |[.711
Pattern* RI .000 [.201] .000 |.675] .004 |.037| .011 |.032
Pattern* Failure Percentage .007 |[.024| .013 |[.021| .000 |[.417| .000 |.202
Pattern* Lifecycle Pattern .000 |[.652| .000 [.561| .000 |.534| .000 |.420
R * Lifecycle Pattern .000 |[.115] .000 |.561| .000 |.102| .001 [.069
Fai l ure Percentage* Lifecycle Pattern .000 |[.088| .044 [.028| .000 |.738| .000 |.175
Pattern* RI* Lifecycle Pattern .000 [.378] .000 |[.719| .000 |.126| .000 |.246
Pattern* Failure Percentage* Lifecycle Pattern .000 |[.146| .012 |[.054| .000 |.641| .000 |.346

Considering three classes for the power of significance (strong for
PES>0.7, nmedium for 0.72PES>0.5, and weak for PES<0.5), turns back
from Table 3 that Lifecycle Pattern has a strong effect both on Kc; and
Kr;. Lifecycle affects only Krp, with a nedium effect. Pattern has a
nedi um ef fect on Kc; and Kc,, a weak effect on Kry, and a strong effect
on Kr,. Residence Index affects only Kc,, with a medium effect. Peak
Demand has no effect on Kij's. Failure Percentage affects only Kry,
with a strong effect. The second order interactions do not have any
strong effects on Kc;; however, the interaction of Pattern with
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Lifecycle Pattern has a nedium effect on Kc;. Simlarly, Kc, is
affected by the nedium effects of the three second order interactions
bet ween Pattern, Residence Index and Lifecycle Pattern. Kr; is affected
by the strong effect of the interaction of Failure Percentage wth
Lifecycle Pattern, and by the nmedium effect of the interaction of
Pattern with Lifecycle Pattern. Finally, Kr, is affected only by the
strong effect of the interaction of Lifecycle with Pattern. The third
order interactions have no strong effects on Ki;’s, except the
interaction of Pattern with Residence Index and Lifecycle Pattern on
Kc,., Similarly, Kry is affected by the medium effect of the interaction
of Pattern with Failure Percentage and Lifecycle Pattern.

The joint examnation of Tables 2 and 3, and of the detailed
sinmulation results (not shown for brevity), lead to the followng
observati ons regarding the capacity planning control paraneters:

The optimal Kc; value-range 17.2 to 23.2 is insensitive to the
studied factors, except for Lifecycle Pattern “c” and only for
Pattern 3, where its values are close to 13.2 for |I.q 2 and close to
15.2 for lco4 In nost cases of the numerical experinents the
econom es of scal e associated with capacity expansion dictate one or
two expansion decisions due to the fact that their driving force is
the wused-product information; this forces the system to expand
col l ection capacity quickly, explaining the rather high Kc; val ues.

The values of Kc, have no effect on the systemis profitability for
nmedi um and hi gh values of residence indices. Specifically, fromthe
detailed results and for Residence Index values equal to 0.5 and
0.35 is observed that different values of Kc, affect the systenis
profitability less than 1% The explanation of this insensitivity is
that the optinmal decision to contract Collection Capacity is made
near the end of the lifecycle, thus having no inpact on the
profitable part of <collection activities. On the contrary, for
Resi dence Index 0.2 the profitability is sensitive to the values of
Kc, but only for Pattern 3 and Lifecycle Pattern “a”, “b” and “c”.

The optimal Kr,; values are affected by Failure Percentage; the |ower
the value of Failure Percentage, the nmore the supply of
remanuf acturable products in the reverse channel. Hence, |ower
val ues of Failure Percentage indicate higher values for Kri.

The optimal values of Kr, do not exhibit a systematic behaviour; for
all experiments with Pattern 3, for about 95% of the experinents
with Pattern 2 and for about 40% with Pattern 1 the optinmal val ues
of Kr, are less than 6. Although the usefulness of this information
is limted, the interesting characteristic is that for the rest of
the cases where Kr, is greater than 6, the systems profitability is
affected less than 2% if Kr, receives values | ess than 6.

The exami nation of the results obtained by the nunerical investigation
suggests the follow ng, regarding the Lifecycle Pattern of denmand:

The optinmal capacity planning policies for a given Failure
Percentage are alnost the sanme for the sets of lifecycle patterns
Lifecycle Pattern “a” and “b”, and Lifecycle Pattern “d”, “e” and
“f7, while exhibit instability for Lifecycle Pattern “c”.

The nost favorable Lifecycle Pattern for the systems profitability
is Lifecycle Pattern “d”, either for Failure Percentage 0.2 or O0.4.
Lifecycle Pattern “e” follows, having alnmost the same profitability
for Failure Percentage 0.2 but a lower one for Failure Percentage
0.4, conpared to the respective cases of Lifecycle Pattern “d”.

”

M BES 2009 - O al 178



At hanasi ou- Geor gi adi s, 169-180

Lifecycle Pattern “a” appears to perform worse than all others, by
dimnishing profitability (conmpared to that of Lifecycle Pattern
“d”) by 25.61% for Failure Percentage 0.2, and by 20.22% for Failure
Percentage 0.4 (nean value of the differences between the sane
cases). These results show that the system perforns best when the
Lifecycle Pattern has a trapezoid formwith a long maturity stage.

Due to the irregularities that introduces to the systenis behavior,
Lifecycle Pattern “c” appears to be avoided, if possible.

Additionally, the analysis of the results obtained by the nunerical
investigation lead to the foll owi ng observations of nmajor inportance:

If the Peak Demand of 1000 units/week is considered as the mddle
value, the near-optinal values of Ki; are exactly the same to those
for a 50% increase or decrease of Peak Demand, equal to 1500 and 500
uni ts/week respectively. This insensitivity is observed in all
experinments for all conbinations of the characteristics shown in
Table 1. Although it is in principle risky to generalize on the
basis of nunerical exanples, the enbedded capacity planning policy
leads to the conjecture that the optinmal values of Ki; are indeed
robust to “noderate” changes in the actual total denand.

Fromall the control factors and their interactions, only a few have
a significant effect on the response variables. This response shows
that the enbedded capacity planning nodeling approach is qualified
for use in systenms characterized by uncertainty.

The nost favorabl e Residence Index is 0.2 (shorter usage period that
gives greater opportunity for remanufacturing), followed by O0.35,
whereas 0.5 perfornms worse than the first two.

Concl udi ng Di scussi on

In this paper, we present an experinentation on the SD nodel for
capacity planning in CLSC networks introduced by GCeorgiadis et al.
(2006). In particular, we track near-optimal capacity planning
policies for the collection and remanufacturing activities, taking
into consideration six quite different lifecycle patterns and specific
lifecycle and product characteristics; the 648 studied experinents
cover a broad area of possible cases about the lifecycle of a product.

The results presented in this paper certainly do not exhaust the
possibilities of investigating all the aspects of capacity planning in
remanufacturing networks. The nodel’s versatility allows, wth
suitable nodifications, the systematic examination of the efficiency
of alternative types of capacity planning nodeling. A possible
extension could also be the study of the inpact of the residence tine
to the remanufacturability |evel of the used products.
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